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1  Introduction  5 

The project is to train linear regression model on LeToR dataset by using 6 
closed-form solution and then by using stochastic gradient descent approach. 7 
For the closed form solution we will be using Moore-Penrose pseudo-inverse 8 
method to apply matrix inversion. On the other hand, for stochastic gradient 9 
descent we will first randomly initialize the weights and then iteratively 10 
update them to get the optimum weights for which our model performs better. 11 
Then we will study the effect of various hyperparameters in both the closed 12 
form approach and the stochastic gradient descent approach.   13 

 14 

2  Preprocess ing of  the Dataset  and Bas is  Function  15 

 The LeToR dataset consists of input which is derived from query-document 16 
pair and the target variable which takes the value 0,1 or 2, But here we will 17 
obtain real value using linear regression which is more useful for ranking 18 
tasks as it avoids collision into only three possible values.  19 

For this linear regression task we need to find the linear function which is a 20 
function of some functions called basis functions. For both the closed form 21 
solution and stochastic gradient descent solution we are using Gaussian 22 
function as the basis function which is given by: 23 

𝑒−(𝑥−𝜇)𝑇  ∑  (𝑥−𝜇)−1
 24 

where 𝑥  is the input, µ is the mean around which gaussian function is spread 25 
i.e it denotes where the function is located and ∑ is the covariance matrix 26 
which gives the variance of a particular feature with respect to others. As it 27 
requires the inverted covariance matrix and it is known that if a matrix has 28 
any column with zero variance it is non-invertible. In the LeToR dataset we 29 
have column number 6,7,8,9 and 10 denoting IDF of body, IDF of anchor, 30 
IDF of title, IDF of URL and IDF of whole document respectively with zero 31 
variance, infact these features have zero value for all the samples therefore we 32 
need to filter out these columns in order to proceed with the linear regression 33 
task. Here, we are taking 10 Gaussian basis functions which will require 10 34 
means so we form 10 clusters of the dataset and for each cluster we will have 35 
µ vector of dimension 1x41. Gaussian basis function is used because its value 36 
depends on the origin or certain point. It is symmetrical about central 37 
maximum.  38 
 39 
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3  Performance Metric  40 

We will evaluate the solution obtained by using Root Mean Square (RMS) 41 

error defined as   𝐸𝑅𝑀𝑆 = √2𝐸(𝑤∗)/𝑁𝑉 42 

where  𝑤∗ is the solution and 𝑁𝑉 is the size of dataset. Accuracy is not a good 43 

performance metric for this linear regression tasks and hence we will study 44 

the effect of various hyper-parameters on ERMS and not accuracy. 45 

4  Effect  of  various  Hyper -parameters  46 

This section presents the experiments conducted by varying the values of 47 
Hyper-parameters and how they affect the performance of the model.  48 

 49 

4.1   CLOSED FORM SOLUTION  50 

Here, we are using Moore-Penrose pseudo-inverse method to find the inverse 51 

of a matrix because we want the inverse of 𝜙 which is not a square matrix. We 52 

will be using regularization term 𝜆 to take care of overfitting.   53 

 54 
Figure 1: Dimensionality for Training 55 

 56 
Figure 2: Getting target value from Validation Design Matrix 57 

Default configuration: 58 

• Regularization term, λ = 0.03 59 
• Training Percent = 80 60 
• Validation Percent = 10 61 
• Testing Percent = 10 62 
• Number of Basis Function, M = 10  63 

 64 



4.1 .1   Effect  of  Number of Bas is  Function  (M)  65 

 66 
Table 1: ERMS values for different values of M 67 

  
Figure 3: Variation of ERMS-Testing  with M 

 

Figure 4: Variation of ERMS-Training and Validation  

with M 

 

Conclus ion  68 

As the number of basis function increases ERMS decreases but if we will use 69 
too many basis functions then our model will overfit.  70 

 71 

4.1 .2   Effect  of  Regularizat ion term (λ) 72 

 73 
Table 2: Respective ERMS values for different λ 74 



 
Figure 5: Variation of Erms-testing with regularizer 

 

 
Figure 6: Variation of Erms Training and 

Validation with regularizer 

 

 75 

 76 

Conclus ion  77 

As the the value of λ increases the Erms also increases although for smaller 78 
values of λ there is not any drastic change in Erms. It is used to avoid overfitting 79 
so that our model does not strictly fit to the training data points.  80 

 81 

4.1 .3   Effect  of  Data Split  ( Training:  Validat ion:  Test ing)  82 

 83 

 84 
Table 3: Erms values for different Data Split 85 

 86 

 87 



Conclus ion  88 

As the training data set increases the model is validated and tested on less number 89 

of data sets. As seen from the data collected by varying the data split we have that 90 

for 70:15:15 the Erms training and validation are almost same but on further 91 

increasing the training percent thereby reducing the validation and testing data set 92 

the Erms of Validation and Testing increased by big margin thereby indicating the 93 

overfitting of the model. The weights we have obtained are not optimum weights. 94 

 95 

4.2   STOCHASTIC GRADIENT DESCENT  96 

The gradient descent approach can be break drown in three steps: 97 

• Randomly initialize the weights.  98 
• Update the weights iteratively.  99 

𝑤𝑛𝑒𝑤 = 𝑤𝑜𝑙𝑑 + Δ𝑤 100 
 101 

∆𝑤𝑜𝑙𝑑 =  −𝜂𝑜𝑙𝑑∇𝐸 102 
 103 

∇𝐸 =  ∇𝐸𝐷 +  𝜆∇𝐸𝑊 104 
 105 

∇𝐸𝐷 =  −(𝑡𝑛 − 𝑤𝑜𝑙𝑑
𝑇 𝜙(𝑥𝑛))𝜙(𝑥𝑛) 106 

 107 
∇𝐸𝑊 = 𝑤𝑜𝑙𝑑 108 

• Calculate the ERMS value. 109 

Here 𝜂 is a learning rate which determines the step size in which weight gets 110 
updated. The lower the value of learning rate the model will converge slowly 111 
as it will take small step towards the minima whereas if the value of learning 112 
rate is high it will take bigger steps but then it is not guaranteed that it will 113 
converge to local minima. Therefore we need an optimum value of learning 114 
rate. 115 

Learning Process and why training over only 400 sample: 116 

 
Figure 7:Variation of Erms with No. of Iterations 

 

 
Figure 8: Magnified view of Figure 7 

 

Conclus ion  117 

As it is quite evident from the above two graphs that after 400 iterations(samples) 118 
the Erms values becomes quite stable and so there is not any significant change in 119 



weights and so we stop at 400. 120 

 121 

4.2 .1   Effect  of  learning rate  122 

 123 
Table 4: Erms values for different values of learning rate 124 

 125 
Conclus ion  126 

As we have considered only 400 samples(iterations) then it is quite evident that 127 
for 𝜂 = 0.0001 we have higher Erms  because it will converge slower as it is 128 
taking smaller steps towards the minima. The plot is not shown for 𝜂 = 0.0001 129 
and 0.001 to get the better understanding from the plot. As the learning rate 130 
increases it will take bigger steps towards minima but it may or may not 131 
converge. From the plot we have minimum Erms for 𝜂 = 0.01. Therefore good 132 
learning rate is not a smaller value nor a higher value but it is a optimum value.  133 

 134 

4.2 .1   Effect  of  Regularizat ion term ( 𝝀)  135 

 136 



 137 
Conclus ion  138 

As the value of 𝝀 increases Erms also increases. There is an optimum value of 139 
𝝀 for which the Erms is minimum. For a very low value of 𝝀 we have higher 140 
Erms which means the weight we have are not the optimum weights.  141 

 142 

5  Other Variat ions  143 

5.1   Delet ing Column with no information:  144 

In the LeToR dataset the column number 46 namely, Number of child page has 145 

the value 0 for all the samples except one. Therefore deleting this column and 146 

checking out its effect: 147 

 148 

 149 

Closed Form:  

Before deleting: After Deleting: 

  
Gradient Descent:  

Before deleting After deleting: 

  

 150 

Conclus ion  151 

Negligible change in Erms and thus column 46 (Number of child page) was 152 

useless.  153 

 154 

 155 

5.2   Hierarchical  Clustering  156 

An attempt to find the optimum number of clusters but with limited computational 157 

power and time I could only get the dendrogram for 30% of the training dataset. 158 



Therefore, determining clusters for it so the longest vertical distance without any 159 
horizontal line passing through it is selected and a horizontal line is drawn through it. The number 160 
of vertical lines this newly created horizontal line passes is equal to number of clusters 161 
 162 

 163 
Figure 9: Dendrogram for 30% Validation Data 164 

 165 

Conclus ion  166 

So after cutting the dendrogram we have 10 clusters. 167 

 168 
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